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Shadlen & Newsome, 2001



Newsome Dot Task

Open & dashed:  Behavioral
Filled & solid: Neuron

Filled –Target 1 chosen; Open -Target 2 
chosen.

Zero coherence case:  but the neuron 
predicted the monkey’s choice w/ 68% 
accuracy… “choice probability”…  
reflected monkey’s behavioral choice, 
not sensory input.

Shadlen MN, Britten KH, Newsome WT, Movshon JA A computational analysis of 
the relationship between neuronal and behavioral responses to visual motion.  J 
Neurosci. 1996 Feb 15;16(4):1486-510.

Fit w/ Weibull distribution 

http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Search&itool=pubmed_Citation&term=%22Shadlen+MN%22%5BAuthor%5D
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Search&itool=pubmed_Citation&term=%22Britten+KH%22%5BAuthor%5D
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Search&itool=pubmed_Citation&term=%22Newsome+WT%22%5BAuthor%5D
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=pubmed&cmd=Search&itool=pubmed_Citation&term=%22Movshon+JA%22%5BAuthor%5D


Decision:   accumulating evidence over time… for making the decision.

LIP neurons… identify salient targets 
and guide the eye movement

Shadlen & Newsome, 1996, 2001
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Xiao-Jing Wang

NE = 1600
NI = 400 

variables

Features: 
• motion-selective populns
• slow reverberation and integration

– NMDA syns
• WTA competition – feedback inhib’n
• random responses

• within group connections, w+ , are stronger
• input IA,B is from MT = noisy.



Elements of cell-based network model.
Wang 2002, Wong&Wang 2006

Point neurons, LIF.

Synapses, conductance based.

Voltage-clamp: Vm = constant (say at -60 mV)



Delayed discrimination expt.Populn 1 Populn 2

3 trials, stim durn=1 sec,  increasing c’; 
In  each case populn #1
wins  competition correct choice if c’>0.

• slow ramping in E and I populns
• ramp speed increases w/ c’
• low spont activity, 2 Hz
• short-term memory, stores info for dec’n, 
after stim is off

• For c’=0, there’s still choice made… TAFC…
model has LIP making a decision based on 
MT input.



Decision dynamics for c’=0

• time integral of input correlates 
with decision
• populn rates increase together, 
then split
• in decision space, move along 
1:1 then migrate toward one of 
the attractors
• in C: histogram over many trials 
of integral of s1(t)-s2(t).   Blue if 
pop 2 (B) is winner or red if popul
1 (A) is winner.  BUT lots of 
overlap in large # of trials A 
wins even if integral is < 0.

• From C – suggests that external 
noise is not major source of 
stochasticity… still get 50:50 and 
same behavior if set σ=0;  noise 
from background (2400 Hz) 
dominates… internal brain noise not 
from stimulus dominates… weak 
diff’ce in mean µ1- µ2 affects the 
bias.

(JR: but note, no correlations 
assumed in inputs.)

Rasters

Popul rates

Inputs

time integral
of inputs



Performance … over c’

• neurometiric fns comparable to 
psychometric fns of trained monkeys
• fit by Weibull dist’n: 

% correct = 1-0.5*exp[-(c’/α) β]
α=c’ @ 82% correct and β=slope.

model gives α=9.2% β=1.5  (expt: 6%, 1.7 
from Roitman&Shadlen 2002,  15%, 1.1 from 
Shadlen&Newsome, 2001)

Time courses:
• diverge faster for greater c’
• small c’: chosen popul has similar response 
whether correct or error trial
• larger c’: response to preferred is smaller on 
error trial than correct (even though it wins its 
getting less input than on correct trial) – and 
slower…



Reaction time task

2 sec durn… but “decision” is made if a populn
rate reaches threshold, set at 15 Hz.

Populn rates
different trials

• c’ larger shorter decision  time 
• more variable DT for smaller c’ (2 
histograms and plot, lower right)

• in B, neurometric fn – shows better 
perf’ce from reaction time in some 
range of c’… (αRT=8.4% vs 10.4% 
for 1sec)  … system takes more 
than 1 sec to decide in some trials;  
comparable to expts
• <DT> drops linearly w/ log(c’) over 
certain range.   
• std dev drops w/ <DT> … scalar?



Dec’n Making in model requires 
adequate NMDA strength and 
slow recurrent connections.

Reduced
recurrence
W+=1.4 not 
1.7

•Control case: w+=1.7 
•reduced w+ means weaker ramping, loss 
of memory storage and  reduced ability 
for categorical decision (c’=1.6%, popul’n
rates are similar)

• in B, increased w+=1.8 leads to faster 
ramping but less performance in RT…  
Left: perf’ce 72% 60%
Right: perf’ce vs c’…α=8,4% α=15.6%Too strong

w+=1.8 is
not good.

control

strong



Reduced model for DM and RT task.  
Wong & Wang, 2006

i = 1,2,3

i = 1,2,3

i = 1,2,3

All time constants are fast except for NMDA:
τ r , τ AMPA= 2 ms, τ GABA= 5 ms     τ NMDA=100 ms

+ empirical observation: firing rate NS ≈ const

Rapid equilibrium for all var’s except SNMDA,i , i=1,2.
(call them S 1,2)

Treat S1,2 as param’s in other eqns and get their steady  
states as fns of  S1,2 … then substitute into ode’s for S1,2

Φ(Isyn) is “smooth-foot”
threshold linear;  F(ψ)
monotonic, saturating – Hill fn



for the NMDA synaptic drive varibles: S1 , S2

Analyze w/ phase plane methods…



Decision phase plane

Without stimulationMemory of a choice during delay

resting state

Stimulus with c’=6.4%
Weak c’ slight asymmetry

error trial



Biased competition,  c’ > 0

c’=75%c’=75%c’=51.2%



Reaction time task…
behaves similar to experimental results and 

cell-based network



How get slow integ’n ramp if τ NMDA≈ 100 ms ?

Recurrent excitation prolongs integration time

dr

dt
=
− r + w rec r

τ syn

+ I

τ network =
τ syn

1 − w rec

If τnetwork=1 sec and τNMDA=100ms, 1-wrec=0.1

If wrec=1 (fine-tuning!) then τnetwork=∞
→ Perfect integrator

If τnetwork=1 sec and τAMPA=5ms, 1-wrec=0.005



Effect of stimulus strength

If stimulus is too strong or too weak, lose ability for discrimination.



Adequate recurrent NMDA needed for delayed DM



Adequate recurrent NMDA needed for delayed DM

Larger AMPA/NMDA shortens RT but 
compromises performance 



Features/Issues of Slow Reverberating Attractor Networks –
XJ Wang

• Competition via inhibition. 

• Slow buildup w/ NMDA.   w/ τNMDA = 100 ms, slow integration time 
(sec) is a dynamic phenomena … look at reduced model.

• Model gives behavioral perf’ce and RTs like expts.

• Need to have memory storage, after stim is off … not in the usual 
stim-dependent attractor.

• Cell-based network… or reduced 2-var mean-field 

• Drift-Diffusion model or “Integrate-and-decide”:  
• decision is made when a threshold is reached… not able to 
hold a memory for delay task
• to get long integ’n time need fine tuning


